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Introduction
How do people integrate different, Resource-rational more effortful
normatively conflicting mechanisms  moral judgment®; -_— —@——P» more accurate
of moral judgment (e.g. based on People rationally trade off Rule-breaking more specific
deontologlga , Consequentlallst, or effort against utility* when by maximizing consequences
COntraCtua“St reaSOﬂlﬂg)? Se|eC':ing ) mecqanisrq or Vvirtual bargaining, ete.
- - Builds on dual-system - —_— .
How can we gain insight into moral theory of morality®® more cognitive load’ higher stakes?
reasoning In Al systems like LLMs
beyond accuracy benchmarks?'+
Methods

Designed two moral dilemmas where a general rule applies, but may fall short (consequentialist or contractualist alternative)
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