Anticipating the risks and benefits of counterfactual world simulation models
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Abstract

This paper examines the transformative potential of Counterfactual World Simulation Models (CWSMs). CWSMs use pieces of multi-modal evidence, such as the CCTV footage or sound recordings of a road accident, to build a high-fidelity 3D reconstruction of the scene. They can also answer causal questions, such as whether the accident happened because the driver was speeding, by simulating what would have happened in relevant counterfactual situations. CWSMs will enhance our capacity to envision alternate realities and investigate the outcomes of counterfactual alterations to how events unfold. This also, however, raises questions about what alternative scenarios we should be considering and what to do with that knowledge. We present a normative and ethical framework that guides and constrains the simulation of counterfactuals. We address the challenge of ensuring fidelity in reconstructions while simultaneously preventing stereotype perpetuation during counterfactual simulations. We anticipate different modes of how users will interact with CWSMs and discuss how their outputs may be presented. Finally, we address the prospective applications of CWSMs in the legal domain, recognizing both their potential to revolutionize legal proceedings as well as the ethical concerns they engender. Anticipating a new type of AI, this paper seeks to illuminate a path forward for responsible and effective use of CWSMs.

1 Introduction

Imagine a pedestrian and a car collide on a busy intersection. Naturally, questions of responsibility and liability arise. Who is responsible for the collision, who is liable for the damage and injuries? Could the accident have been avoided, and if so, how? A CCTV camera recorded the last few seconds of the collision. However, this short clip alone won’t contribute much to the clarification of the case. With the help of Artificial Intelligence (AI), this is about to change. Generative AI vastly expand the possibility of generating and interacting with evidence by building realistic reconstructions of what happened. Based on the CCTV footage, and a world model of car dynamics, street environments, and pedestrian behavior, AI-powered simulation models will soon be able to build a generative model of what happened and render a dynamic 3D simulation of how the crash came to pass [Gupta et al., 2020, Jadhav et al., 2020]. Such models will not only be able to reconstruct what happened, but also run
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counterfactual simulations of how things could have played out differently [see Tavares et al., 2021]. For example, the model’s reconstruction from the CCTV footage might reveal that the driver was speeding. As users, we can then ask the question of whether the accident happened because the driver was speeding by simulating what would have happened if they hadn’t. A model’s counterfactual simulations of what would have happened if the driver hadn’t been speeding lay the basis for a nuanced understanding of causality and promise to help evaluating questions of responsibility and liability.

An important goal in generative AI is to develop dynamic and accurate 3D environments, allowing for dynamic simulations consisting of objects, spaces, and agents [Kaur et al., 2023, Hu et al., 2023]. Here, we focus on a class of generative simulation models that we call “Counterfactual World Simulation Models” (CWSMs; see Figure 1). CWSMs represent an evolution from traditional image- and video-generating AI. CWSMs create digital replicas of real world scenarios based on different sources of evidence that can include images, video, audio, and text. CWSMs model the dynamic interaction of human agents in a physical environment over a limited period of time [Gan et al., 2020, Ivanovic et al., 2018, Brodeur et al., 2017, Clarke et al., 2022, Zhang et al., 2020, Li et al., 2018]. While world simulation models can be used to predict what will happen next [Cui et al., 2020, Sahoh et al., 2022], and to infer what happened in the past, counterfactual world simulation models can also simulate counterfactual scenarios of how things could have played out differently [Tavares et al., 2021, Feder et al., 2021, Gerstenberg and Stephan, 2021]. Currently, AI can synthesize realistic 3D environments [Kaur et al., 2023] and there are formal modeling approaches to counterfactual simulation [Tavares et al., 2021, Gerstenberg and Stephan, 2021, Gerstenberg, 2022, Bear et al., 2023], but there is not yet a single AI system that integrates evidence reconstruction and counterfactual simulation. However, the integration of these distinct capabilities into a comprehensive system is a natural progression in AI development. We therefore think the future use of CWSMs requires careful reflection.

Because counterfactual considerations about what would have happened are common practice in legal analysis and argumentation [Saxena et al., 2023], the application of generative AI could radically alter the landscape of legal proceedings [Alarie et al., 2018, Atkinson et al., 2020]. For example, we may ask whether an accident could have been avoided if the driver had driven more slowly. But how slowly exactly? What would have happened if the driver had behaved more reasonably, and how exactly would such “reasonable behavior” have looked like? Rather than referring to vague and speculative hypothetical scenarios, generative AI has the capability of providing vivid, detailed simulations to elaborate on these intricate questions. While the capabilities of CWSMs hold significant promise, their responsible deployment requires anticipating technological, social, and ethical challenges. Philosophers and psychologists have long grappled with questions surrounding what constitutes responsibility and liability, and how these concepts should be applied. With the advent of generative simulation models, these normative and descriptive questions will be thrust to the forefront of technological development. AI will pave the way from a single video frame of an accident to helping users find answers to questions like “What caused the accident?” and “Who is responsible?” via generative simulation.

In this paper, we first describe what CWSMs are and how users may interact with them. We discuss several ethical challenges that CWSMs face. Subsequently, we explore several prospective applications of these models within the legal sphere. This exploration includes an examination of their role in generating evidence by legal fact-finders, as well as the presentation and responsible use of such evidence in court.

2 Counterfactual world simulation models

Simulations can create matched digital worlds, allowing us to visualize and predict future scenarios or consider alternative outcomes. Large generative models, such as Dall-E or StableDiffusion, and recent advances in neural rendering, diffusion models, and attention architectures have paved the way for creating a new class of AI-powered simulators [Yuan and Veltkamp, 2021, Kapelyukh et al., 2023]. Text-to-3D and Image-to-3D generators convert a user’s natural language commands or images into realistic 3D models. Instead of having to build models and animations by hand, generative AI digitally synthesizes 3D environments [Zhang et al., 2023, Gozalo-Brizuela and Garrido-Merchán, 2023] based on minimal input. And recent developments like the Metaverse even allow users to step inside these simulations by creating immersive virtual worlds.[Surveswaran and Deshpande, 2023]
A CWSM operates in three stages. First, it processes multi-modal evidence which could encompass various forms of data including images, videos, sounds, and textual information (“Evidence”, Figure 1a). Second, it reconstructs a detailed representation of what actually happened (“Reconstruction”, Figure 1b; Baltrušaitis et al., 2018, Johnson et al., 2016). Third, it simulates what would have happened in relevant counterfactual scenarios (“Counterfactual Simulation”, Figure 1c; Tavares et al., 2021). We describe each step in more detail below using the road accident example.

2.1 Evidence

What happened at the accident scene? In a first step to answer this question, an CWSM will need to integrate multi-modal pieces of evidence from the scene, weaving together strands of information from diverse sources (“Evidence”, Figure 1a). Visual data like CCTV, dashcam or bike helmet footage, and potentially satellite and mobile phone imagery form the visual input to the model. Audio recordings or 911 calls inject sound dimensions to the model, offering insights into ambient and environmental conditions like traffic noise or mechanical failures. Textual data, verbal reports, comprising witness testimonies, police and medical reports etc., enrich the model with contextual conditions. The AI simulation model reconciles these disparate pieces of evidence and renders a coherent and detailed reconstruction of the accident [Singh et al., 2020].

2.2 Reconstruction

Based on limited CCTV footage and other pieces of evidence, CWSMs can then analyze the 2D images and videos to extrapolate depth information and reconstruct 3D scenes (“Reconstruction”, Figure 1b). Embedded with a world model, CWSMs generate a simulation of what happened, and thereby infer, for example, the car’s velocity at the scene. As a consequence, the CWSM might reveal that the driver was speeding. But how do we know that the model is right? If the CWSM will later help legal-fact finders draw inferences about liability and fault, users must trust it to display a high-fidelity to real-world systems from the very beginning [Jacovi et al., 2021, Yilmaz and Liu, 2022].
2.2.1 Validating the reconstruction accuracy

A CWSM that creates a realistic simulation from limited visual input will need to be validated against ground truth [Tolk et al., 2021]. For instance, if dashcam footage from several angles is available, the model might be trained to reconstruct the accident using all but one of the information sources and then validated against the remaining one to see if it can accurately reconstruct the held out data source. This process would then be rotated among all the footage sets in the case of cross-validation [Ghosh et al., 2020]. The AI model is trained on $k-1$ data subsets and validated on the remaining subset, with each subset used exactly once as the validation data.

Cross-validation from a variety of independent data sources can be used to validate the CWSM's output. Real-world data from traffic sensors, CCTV, GPS logs, body or bike helmet cams, vehicle detection sensors or traffic management systems can be used to compare the simulation output to what actually happened as captured by the different sources of evidence. For example, physical evidence from the accident scene, such as tire or skid marks, vehicle debris, and impact points, can be used to validate the AI’s simulation. The simulation must also account for environmental factors like road wetness, traffic conditions and road layouts in a physically plausible way, for instance, by adjusting friction coefficients for wet roads.

An additional strategy to ensure a model’s validity is to test its predictions of held-out future data based on past data. For example, the scene simulation model could be provided with the first $t$ steps of the video evidence, and then predict how the remainder of the episode will unfold. This is where the model uses its understanding of physics, vehicle dynamics, and contextual information to extrapolate the future of the sequence. This prediction can then be compared against the video footage of what actually happened. Diverse validation metrics such as measures to capture image similarity (Structural Similarity Index) [Bakurov et al., 2022] or overlap between object bounding boxes (Intersection over Union) [Rezatofighi et al., 2019] can capture the prediction of specific variables, sets of variables, or the entire video sequence. Future reliance on scene simulation models in legal proceedings demands appropriate trust based on credible results [Yilmaz and Liu, 2022].

2.3 Counterfactual simulation

By synthesizing and reconstructing evidence, a CWSM can extrapolate information about aspects, objects or individuals in the scene that were likely present but not directly observed or recorded – for example, the driver’s speed. Such a generative simulation model can then be used to simulate counterfactual scenarios [Tavares et al., 2021]. For example, given that the reconstruction showed that the driver was speeding, we might want to know if their speeding was actually what caused the accident to happen. CWSMs can accommodate a spectrum of causal inquiries that range from broad to specific. For example, a user could begin with a broad causal question (“What caused the outcome?”), exploring the key factors that contributed to an accident. Alternatively, a user could ask a specific causal question, such as whether the accident occurred because of the driver’s speeding. The CWSM translates the causal query into a counterfactual prompt. When a user poses their causal question that corresponds to the counterfactual “Could the accident have been avoided if the car had not been speeding?”, the CWSM needs to interpret and instantiate this counterfactual scenario [Lassiter, 2017b,a]. For example, it must decide how much slower the car should be going to evaluate the counterfactual. Should the car drive precisely at the speed limit, or even lower? Moreover, it needs to determine at what point in time the driver should have lowered its speed. Should the simulation test for the outcome in a scenario where the car reduces its speed right before the accident or at an earlier moment [Gerstenberg and Stephan, 2021, Von Kügelgen et al., 2023, Gerstenberg, 2022]?

In order to answer counterfactual queries, various specifics will have to be determined by the model. One way to resolve the ambiguity about how the counterfactual intervention should be realized is by changing the values of variables from their original value to the nearest possible value that renders the counterfactual intervention true [Karimi et al., 2020, Virgolin and Fracaros, 2023]. For example, the model would generate an alternative scenario in which the car’s speed is reduced just until the speed criterion is met, but no further. Likewise, the model would simulate reduced speed only from when this limit comes into effect on the route, but not before. In the case of a lack of distinctive feature instantiations (e.g. when no clear speed limit is available), the CWSM can also generate a counterfactual scenario that would represent the most ‘normal’ scenario in this situation, with normality being a mix of the most statistically frequent behavior (e.g. average driving speed) and prescribed behavior (e.g. generally allowed or recommended driving speed; Bear and Knobe, 2017,
The CWSM might also consider multiple scenarios that fit the query, perhaps generating a distribution of outcomes based on different interpretations of “slower” or “driving below speed limit”. For the term “slower”, the model might consider various degrees of “slowness”:—for example, 5, 10, and 15 mph slower than the actual speed at the time of the accident.

2.3.1 Constraints on counterfactual simulations

We might not only be interested in the causal role of the driver, but also whether the pedestrian had any fault in the incident. Could the pedestrian have behaved differently such that the accident would have been avoided? On an ethical level, the general question arises what simulations should be admissible [Fazelpour, 2021]. AI-assisted simulation models will be able to generate any kind of variation of an actual scene and produce all kinds of behavior, circumstances, and sequence of events. However, from an ethical perspective, not everything that is possible is also admissible. This is especially true when it comes to the simulation of human behavior. What kind of alternative actions are appropriate to compare an agent’s actual behavior against?

2.3.1.1 De-biasing simulations

We suggest that there should be constraints on the simulation of counterfactual scenarios that acknowledge ethical dimensions of simulating agent behavior. Unlike when simulating alternative physical events, we think that simulations of how an agent could have behaved differently must meet standards of personal and cultural appropriateness, and not be unreasonable [Gardner, 2015]. For example, mobility limitations, visual, hearing or cognitive impairments must be taken into consideration [Leo and Goodwin, 2016, Francillette et al., 2020]. At the same time, simulations should avoid perpetuating stereotypes or biased narratives associated with certain groups (e.g., always portraying a specific racial group as jaywalkers or aggressive drivers, a certain gender as driving more aggressively, or portraying cheaper cars as being driven carelessly). Visual generative AI has been shown to significantly underperform when tasked with generating detailed images about minority groups [Mbalaka, 2023]. Likewise, image generation models are prone to simulate visualizations based on racial or socioeconomic stereotypes that exist in publicly available images. If a text prompt references a certain concept, such as a social group, the model must infer the main characteristics and fill in all the information that is underspecified. Text-to-Image AI might hence render neutral genderless language into visually biased representations [Bianchi et al., 2023, Luccioni et al., 2023]. Simulation models often employ humanoid avatars. The generation of 3D scenes and sequential human behavior – adding time, motion, audio – offers seemingly endless degrees of freedom to fill in underdetermined gaps. Hence, the simulation might not only adopt visual stereotypes; it might also incorporate stereotypical behaviors or actions associated with the biased representation. The richness and dynamics of 3D simulations can in fact amplify the problem of stereotyping in AI-generated simulations.

To ensure responsible and ethical use of CWSMs, we suggest implementing user-side guardrails that restrict what types of simulations a user can run. Algorithmic fairness audits can help identify and rectify biases [De Schutter and De Cremer, 2023]: Are the alternative behaviors being simulated equitable across different groups? Are counterfactual scenarios for pedestrian people of color or women more likely to be causing the accident by e.g. reckless behavior? While high representational fidelity of an agent might be desirable at the stage of reconstructing the evidence, it might lead to bias at the stage of simulating counterfactuals. In the initial phase of reconstructing the evidence, it’s crucial for the AI to have high representational fidelity. For example, it should generate a simulation that accurately depicts a teenager walking across the street while looking at a smartphone. However, in order to simulate a scenario to answer the question, “Would the accident have been avoided if the pedestrian had behaved differently?”, because of the high representational fidelity from the reconstruction phase, the CWSM might automatically associate distracted behavior and rely on the stereotype that all young individuals are constantly absorbed in their devices and careless about their surroundings. This could lead the CWSM to generate a counterfactual scenario that overly emphasizes their carelessness in other aspects, thus perpetuating the stereotype that younger individuals are generally inattentive and reckless. We therefore recommend the use of abstract or simplified visual representations of agents, involving generic, featureless avatars at the counterfactual simulation stage. For example, clothing, hairstyles, and accessories can be kept simple and generic, avoiding any culturally specific, age-related, or gendered cues. In cases where macro behaviors like pedestrian paths are in focus, simulations can represent agents as abstract symbols or icons that convey their movements and interactions.
2.3.1.2 Restricting counterfactual simulation of agent behavior  The question of how a driver or pedestrian should have behaved differently should also be restricted by cultural and contextual considerations: We recommend that simulations should be sensitive to – and not go beyond – the norms, regulations, and practices specific to the location where the scenario is being simulated. Could the pedestrian have behaved differently, and if so how? An AI-generated simulation will need to be proportionate with regards to varying parameters like walking speed, reaction time and awareness of surroundings, and contextually sensitive to crossing behavior, pedestrian right-of-way, or in case of car drivers, lane discipline, driving etiquette or horn usage, etc. [Solmazer et al., 2020]. For example, expecting a pedestrian to predict the precise movements of a speeding vehicle may be beyond human capability and should not be considered a reasonable counterfactual. Likewise, the counterfactual behaviors a CWSM simulates should align with what is known about human decision-making under duress or in quick-response situations. Extreme and implausible behaviors, such as suddenly swerving across the double yellow line, even when it would potentially avoid running over a pedestrian [Goode, 2009] is potentially prejudicial and should require explicit and careful justification [Jager and Janssen, 2002; Suo et al., 2021].

3 Interacting with a counterfactual world simulation model

Design and accessibility of a CWSM system plays a pivotal role in shaping user interactions and the kind of counterfactual scenarios they will probe. As inputs are manipulated, CWSMs will offer visual feedback on the potential outcomes of the counterfactual scenarios. Here we briefly discuss the ways in which users may interact with CWSMs, focusing on the inputs they would provide to the model, and the outputs they would receive.

3.1 Model input

The way a counterfactual prompt is given can significantly affect the counterfactual simulation. Natural language prompts that are typed into a text box are more intuitive and make the system accessible to non-experts. However, they are also prone to ambiguities since natural language is often less precise than formal or coded language [see, e.g., Lassiter, 2017a,b]. While coded prompts or parameter-setting interfaces offer more precise control over the counterfactual conditions they require a deeper understanding of how the model works [Bove et al., 2023]. Such interfaces would allow fine-grained control over simulations through sliders, dropdowns, and numerical inputs; for example, setting car speed to “35 mph”, reaction time to “1.5 sec”, etc. Adequate Graphical User Interfaces can help users to pose complex queries using a drag-and-drop interface where they can select variables, conditions, and outcomes from dropdown menus and link them together to form a query [Jusiega, 2022].

3.2 Model output

After having established which counterfactual simulations a CWSM should generate, there is a question as to how its output should be presented. Given that there is more than one possible simulation of how a scenario could have occurred, how should the model communicate its uncertainty? Let’s say that a CWSM has produced several different simulations for one scene. Should all of them be reported? Only the best? And what if they are all relatively “good” in terms of explaining the outcome, but are very different from each other [Yacoby et al., 2022]? The fact that these systems may produce multiple simulations with varying degrees of probability is of course advantageous for capturing the nuances of a situation, but it also complicates their interpretability [Goode, 2009].

In general, recipients and end-users of AI-assisted counterfactual simulations of any kind may not be aware of the error or uncertainty involved in reconstructing the scene, and hence may subconsciously be biased toward a strong belief in a simulated reconstruction [Ma et al., 2010]. How can we augment their presentation to facilitate a nuanced understanding? We suggest the sequential presentation of a subset of simulations, in order of their likelihood, each labeled with uncertainty indices. But which subset? Ideally, the selection of simulations should meet the following criteria: When they display scenarios in which the outcome changes, they are sparse, that is, they contain a minimal number of changes needed to change the outcome. Research in explainable AI suggests that the most effective counterfactual explanations often involve the smallest change necessary to alter the decision [Guidotti, 2022]. In addition, counterfactual simulations should be plausible and feasible, modifying features
that make sense to users (e.g., driver’s behavior vs. changes in traffic laws or structure of the street environment) and adhere to ethical guidelines (see above). They should also be diverse, including a variety of feature changes to offer alternative scenarios that highlight different perspectives [Smyth and Keane, 2022]. The simulation results should be effectively displayed in a visual interface where feature changes in the simulations are highlighted and interactive methods are provided for users to explore the data and model [Gathani et al., 2021, Shneiderman, 2020].

4 Applications of counterfactual world simulation models

An AI system capable of integrating pieces of evidence into 3D world models and simulating the outcome of an alternative course of events can be applied in a variety of domains. For example, in sports analysis, counterfactual simulations based on video evidence can be used to analyze whether different team tactics or individual players’ actions would have led to a different outcome [Rahimi et al., 2019, Nakahara et al., 2022, Fujii et al., 2022]. Mobile home assistants equipped with a CWSM will be able to infer what happened and why based on different pieces of evidence, and take appropriate actions such as investigating further and informing the home owner [Suryavamsi and Arockia Selvakumar, 2019, Lopez et al., 2017]. Here, we focus on how CWSMs applications in the law. AI-powered counterfactual simulations can serve as a robust foundation for legal arguments, potentially transforming how evidence is generated and presented in legal contexts [Pereira et al., 2023]. However, their application also raises ethical and procedural concerns.

4.1 CWSMs as tools for aiding legal fact finders

Simulations can provide a powerful and persuasive tool in legal court cases. In consequence, they need to meet several restrictions and regulations to ensure fair and ethical use [Schofield, 2009]. When it comes to the question of how an agent could have behaved differently in a certain scenario, not all simulations that are physically possible and ethically sound should be allowed as evidence in court. What kind of simulations should legal fact-finders be allowed to share in a hearing, and which ones are inappropriate for consideration in legal proceedings?

Suppose the car accident from the beginning is turned into a personal injury case. The defendant’s legal team employs AI-powered generative simulations that display a variety of possible alternative behaviors of the plaintiff in which no accident occurs, each of them highlighting the contribution of the plaintiff’s own actions to the accident. Simulations can generate counterfactuals that do make a difference to the outcome (e.g., where the accident does not occur), as well as ones that do not make a difference (e.g., where the accident still occurs). Legal fact-finders can make the case for how a certain change in an agent’s behavior would or would not have avoided the outcome in question.

Simulations should not unjustly portray the agent as at fault or as acting negligently or recklessly without appropriate supporting evidence [Shults et al., 2018]. Merely simulating behavior without appropriate supporting evidence can create an unjust and biased perception of guilt, bypassing the need for a thorough examination of evidence and due process. We recommend that attorneys should be allowed to generate both “upward” and “downward counterfactuals” [Roese, 1994]. An upward counterfactual is a scenario in which a change in the past leads to a more desirable or better outcome in the present, while in a downward counterfactual a change in the past leads to a worse or less desirable outcome in the present. However, special restrictions apply to simulations that display a defendant’s behavior as significantly worse than it is. While downward counterfactuals can be applied as a strategic move to position the defendant’s actual behavior in a more favorable light, they must meet the above outlined standards of reasonableness and fairness. Likewise, repeated exposure to simulations of harmful outcomes can diminish emotional impact that such events would normally elicit, and be used as a tool for desensitizing jury members towards a harmful actions [Williams and Jones, 2005].

The integration of AI-generated counterfactual simulations into legal proceedings will also present a transformative shift in how the “reasonable person” standard is interpreted and applied. The reasonable person standard is a legal construct used to evaluate the legality of an individual’s actions by comparing them to what a hypothetical “reasonable person” would have done under similar circumstances [Tobia, 2018, Gerstenberg et al., 2018, Green, 1967, Wu and Gerstenberg, 2023, Lagnado and Gerstenberg, 2017]. Traditional legal frameworks rely on abstract, often generalized, notions of what constitutes “reasonable” behavior in various situations [Gardner, 2015]. However,
the application of AI simulations allows for a far more detailed, granular and vivid depiction of alternative behaviors. How would a reasonable pedestrian have behaved, what speed would they have walked, what path, where would they have stopped, where would they have looked? The rich detail of generative AI forces legal professionals to redefine what behaviors count as “reasonable” in a much more precise and contextual manner. By running a variety of simulations, AI can generate a distribution of “reasonable” behaviors to specific situations. Such a distribution would show the range and likelihood of various actions that could be considered reasonable under the given circumstances, and allow to compare and quantify the “reasonableness” of the actual behavior.

4.2 CWSMs as tools for presenting evidence in court

At the end of a counterfactual simulation cycle stands the potential to use of its results as expert testimony in legal proceedings. The persuasive power of realistic simulations as evidence in court, however, poses challenges for procedural fairness. Viewers may an uncritically believe the presented material [Clifford and Kinloch, 2008]. Simulation models can provide visual representations of complex events or processes, making them more accessible and understandable to judges, jurors, and other stakeholders [Lagnado, 2021]. However, the realistic rendering of components of the virtual model may issue in a kind of “seeing-is-believing” effect [Ma et al., 2010, Etienne, 2021].

We advocate for clear guidelines of using AI simulations as evidence by proposing limitations on the level of detail for simulation objects, agents, and environments. Simulations should display high physical fidelity but otherwise display a low level of detail when it comes to the simulation of agents. For example, visual elements used in the simulation can be designed to be neutral and devoid of any gender-specific or otherwise individualized attributes. Facial expressions, being powerful conveyors of emotion and intent, should be handled with extreme care in simulations to avoid unintentional misrepresentations [Niedenthal et al., 2010]. This will minimize over-persuasive powers [Ma et al., 2010] and respect agents’ dignity. We also suggest a framework for counter-modeling and resolving conflicting interpretations. Counter-modeling refers to the practice of developing alternative simulation models or interpretations that challenge the findings or conclusions of a particular simulation model. In legal proceedings, opposing parties may employ counter-modeling to present conflicting simulation results, aiming to support their own arguments or cast doubt on the reliability of the other team’s simulation.

Consider again the aforementioned personal injury case. The plaintiff’s expert witness presents a simulation model that suggests the defendant’s vehicle was speeding at the time of the accident, leading to severe injuries for the plaintiff. However, the defendant’s legal team employs counter-modeling by developing an alternative simulation model that incorporates different assumptions and factors. Their model suggests that the plaintiff’s own actions contributed to the accident. We suggest guidelines that allows prosecution and defense equal access to the model, both in private preparation as well as in court. We propose that parties run their opponents’ simulations with alternative assumptions that are of interest for their own argumentation, showing fact-finders how the model behaves under certain counterfactual conditions [Ma et al., 2010]. By employing counter-modeling, parties in legal proceedings can engage in a more robust and comprehensive evaluation of simulation models. This approach promotes a deeper understanding of the underlying assumptions, enhances transparency, and facilitates the resolution of conflicting interpretations.

5 Conclusion: A new kind of AI

The ability for counterfactual reasoning, that is, reasoning about alternative scenarios and speculating on what could have happened under different conditions, is fundamental for human reasoning, decision-making, and intelligence. AI-generated counterfactual simulations will radically expand our ability to imagine alternative realities and explore the consequences of hypothetical changes to the course of events. Generative AI as a tool to play with reality, however, comes with the responsibility for considerate application and the ethical use of the generated insights and knowledge. We have outlined some of the normative, practical and legal challenges, and offered some proposals for how to respond to them. In particular, we have focused on how the generation of counterfactual simulations will change the way we gather evidence and adjudicate in legal proceedings. Our paper provides an overview and guide to some of the most pressing and distinctive issues for this new kind of AI.
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