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A B S T R A C T

How critical are individual members perceived to be for their group’s performance? In this paper, we show
that judgments of criticality are intimately linked to considering responsibility. Prospective responsibility
attributions in groups are relevant across many domains and situations, and have the potential to influence
motivation, performance, and allocation of resources. We develop various models that differ in how the
relationship between criticality and responsibility is conceptualized. To test our models, we experimentally
vary the task structure (disjunctive, conjunctive, and mixed) and the abilities of the group members (which
affects their probability of success). We show that both factors influence criticality judgments, and that a model
which construes criticality as anticipated credit best explains participants’ judgments. Unlike prior work that
has defined criticality as anticipated responsibility for both success and failures, our results suggest that people
only consider the possible outcomes in which an individual contributed to a group success, but disregard group
failure.
1. Introduction

Three psychologists are collaborating on an exciting new project
studying responsibility attributions in groups. One is developing the
theoretical model, while the others are running two separate experi-
ments. The three colleagues learn about a special issue in a journal
dedicated to responsibility, and wish to submit their work. Unfortu-
nately, the submission deadline is near, and it is not certain that any
of the three tasks will be completed in time. The three colleagues
nonetheless decide to make an effort to prepare the submission. For
a successful submission, they need a theoretical model and at least
one experimental study. How critical is each of them for making the
deadline?

Most research on responsibility attribution has focused on the prob-
lem of how people assign responsibility to individuals (e.g. Alicke,
2000; Shaver, 1985; Weiner, 1995). When people credit or blame
others, they care about whether the outcome was intended (Lagnado &
Channon, 2008), foreseeable (Brickman, Ryan, & Wortman, 1975) and
under the control of the agent (Gerstenberg, Ejova, & Lagnado, 2011;
Gerstenberg et al., 2018; McClure, Hilton, & Sutton, 2007). Researchers
have also looked at how responsibility is attributed in groups (Douer &
Meyer, 2022; El Zein, Bahrami, & Hertwig, 2019; Forsyth, Zyzniewski,
& Giammanco, 2002; Gantman, Sternisko, Gollwitzer, Oettingen, &
Van Bavel, 2020; Gerstenberg & Lagnado, 2010, 2012; Gerstenberg,
Lagnado, & Kareev, 2010; Koskuba, Gerstenberg, Gordon, Lagnado, &

∗ Correspondence to: Stanford University, Department of Psychology, 450 Jane Stanford Way, Bldg 420, Stanford, CA 94305, United States of America.
E-mail address: gerstenberg@stanford.edu (T. Gerstenberg).

Schlottmann, 2018; Lagnado & Gerstenberg, 2015; Lagnado, Gersten-
berg, & Zultan, 2013; Teigen & Brun, 2011; Wu & Gerstenberg, 2023;
Zultan, Gerstenberg, & Lagnado, 2012).

How much responsibility an individual group member receives
depends not only on their performance. It also matters what the other
group members did, and how the individual contributions combined to
determine the group outcome (Gerstenberg & Lagnado, 2010; Lagnado
et al., 2013; Zultan et al., 2012). While in some situations all group
members need to perform well for the group to succeed, other situations
require fewer members to do their best (Steiner, 1972). Responsibility
attributions are sensitive to these structural differences (e.g. Lagnado
et al., 2013). In these studies, participants assign responsibility ex-post.
They first learn what happened and then attribute credit or blame.
However, one can also assign responsibility ex-ante, that is, before the
outcome has occurred. The word ‘‘responsibility’’ is polysemous and
refers to several related but distinct concepts (see Hart, 2008; Sousa,
2009). It can be your responsibility to make sure everything goes well.
And you can be the one who is held responsible when things went
south.

In Lagnado et al. (2013), we linked the two notions of responsibility
in the criticality–pivotality framework. Within this framework, ex-post
responsibility is constructed as a function of both ex-ante criticality
and ex-post pivotality. Criticality is a forward-looking concept and
captures the extent to which a person’s contribution is important for the
010-0277/© 2023 Elsevier B.V. All rights reserved.
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outcome. Pivotality is a backward-looking concept and it expresses how
close a person’s contribution was to actually having made a difference
to the outcome. In Lagnado et al.’s (2013) experiment, participants
evaluated players in team tasks that differed in how the individual
contributions combined to bring about the outcome. For example, in
one of the team tasks, both players A and B had to succeed in addition
to at least one out of players C and D. When asked to evaluate how
critical each player was (before the players’ had performed their tasks),
participants judged players A and B to be more critical than players C
and D in this task. And when evaluating how responsible player C
was for the team’s success, player C received more responsibility when
player D failed (and the rest succeeded) compared to when all players
succeeded. When player D failed, player C’s contribution was pivotal
for the positive outcome — the team would have lost had player C
also failed in that situation. However, when both player C and D
succeeded, then the team would have won even if player C (or D) had
failed. Lagnado et al. (2013) found that both criticality and pivotality
were important for capturing participants’ responsibility judgments (see
also Quillien & Lucas, 2022).

In this paper, we focus on the notion of criticality. We first review
prior work on perceptions of criticality in group outcomes. We then
introduce different models of criticality judgments that we test in sub-
sequent experiments. We reanalyze the data from Lagnado et al. (2013)
and find that three models generate highly inter-correlated predictions
that closely match participants’ criticality judgments in that study.
In Experiment 1, we present new situations designed to separate the
predictions of these models. Experiment 2 then introduces a stochastic
environment that helps to further tease the models apart. We find that
across all of the experiments, a model captures participants’ judgments
best which assumes that people consider each player’s chances of being
pivotal for a positive outcome.

1.1. Criticality in public goods games

Early work on criticality looked at individuals’ decisions of whether
or not to contribute to a public good (Hardin, 1968). In the step-level
public goods game, a public good is provided if at least 𝑘 out of 𝑛
layers contribute. In this setting, Rapoport (1987) defined criticality as
he probability of being both necessary and sufficient for the provision
f the public good. The probability of being critical 𝜋 is

=
(

𝑛 − 1
𝑘 − 1

)

𝑝𝑘−1 (1 − 𝑝)𝑛−𝑘 (1)

hereby n equals the number of players in the group and k denotes the
rovision point that has to be reached in order for the public good to
e provided (Au, Chen, & Komorita, 1998). The parameter 𝑝 is given by
he probability that the other players in the group will contribute.1 For
xample, in a public goods game with 𝑛 = 6 players, a provision point
f 𝑘 = 4 and a probability of 𝑝 = 0.6 that each of the other players will
ontribute, the probability that the player under consideration would
e critical is 𝜋 =

(5
3

)

⋅ 0.63 ⋅ 0.42 ≈ 0.35.
As predicted by this model, an increased group size generally leads

o a decrease in participants’ ratings of perceived criticality and fewer
ontributions to the public good (Kerr, 1989; but see Isaac, Walker,

Williams, 1994). Keeping the ratio between provision point and
roup size identical, a person’s criticality decreases with an increased
roup size. For example, holding the probability that the others will
ontribute at 𝑝 = 0.5, a player’s criticality is 𝜋 = 0.25 when 𝑛 = 3 and
= 1, compared to 𝜋 = 0.0187 when 𝑛 = 30 and 𝑘 = 10. Kerr (1989)

howed that people’s assumption that individual contributions are less

1 Note that this definition of criticality rests on the homogeneity assumption,
which states that all other players will contribute to the public good with the
same probability. See Rapoport (1987) for a definition of criticality that relaxes
this assumption and allows different players to have unequal probabilities of
contribution.
2

critical in larger groups overgeneralizes to situations in which this is
not the case (i.e. when the provision point 𝑘 and the probability of
contribution 𝑝 are manipulated to counteract the effect of group size).

In addition to group size (Au, 2004; Kerr, 1989; Kollock, 1998),
a number of other factors influence perceptions of criticality such as
the players’ initial endowment (De Cremer, 2007; Rapoport, 1988;
Rapoport, Bornstein, & Erev, 1989), the impact that a player’s de-
cision to contribute has on the likelihood of the public good pro-
vision (Kerr, 1992), the expectation that other players are going to
contribute (Kerr & Kaufman-Gilliland, 1997), uncertainty about the
provision point (Dannenberg, Löschel, Paolacci, Reif, & Tavoni, 2015),
and, in a sequential version of the step-level public goods game, the
order in which the players contribute (Anselm et al., 2022; Au, 2004;
Au et al., 1998; Au & Chung, 2007; Bartling, Fischbacher, & Schudy,
2015).

The degree to which an individual perceives her contribution to be
critical for the provision of the public good affects how likely they will
contribute (Duch, Przepiorka, & Stevenson, 2015; Kerr, 1989, 1992,
1996; see also Falk, Neuber, & Szech, 2020). People are also more
likely to contribute the more responsible they feel to the others in the
group (De Cremer & van Dijk, 2002; Spadaro et al., 2022). In fact,
there is a close connection between work on criticality in public goods
games, and work on a-priori voting power which looks at the influence
that an individual has over an election outcome (see e.g. Felsenthal &
Machover, 2004; Gelman, Katz, & Tuerlinckx, 2002).

1.2. Responsibility for voting outcomes

The chance of casting the pivotal vote in an election is usually very
small (Riker & Ordeshook, 1968). So, from a cost–benefit standpoint,
voting may seem irrational (Meehl, 1977). It takes effort to do so,
and the chances of making a difference are minuscule. One way to
address the so-called ‘‘paradox of voting’’ is to move from an all-or-
none concept of casting the pivotal vote toward a more graded notion
of pivotality (Bartling et al., 2015; Braham & Hees, 2009; Braham &
van Hees, 2013; Chockler & Halpern, 2004; Felsenthal & Machover,
2009; Goldman, 1999; Langenhoff, Wiegmann, Halpern, Tenenbaum,
& Gerstenberg, 2021). People may be motivated by the partial respon-
sibility they perceive for having contributed to the outcome, and by the
anticipated blame they would feel for a negative outcome if they had
not voted.

Chockler and Halpern (2004) developed a model which assigns
graded responsibility based on how close a person’s action was to hav-
ing been pivotal. The more things would have needed to change about
the situation to make the person’s action pivotal the less responsible
the person is (see Gerstenberg & Lagnado, 2010; Lagnado et al., 2013;
Langenhoff et al., 2021; Zultan et al., 2012, for empirical tests of the
model). In a voting context, a person would be held less responsible
if many of the other votes would have needed to change to make
their’s pivotal. Chockler and Halpern further propose that the extent to
which a person is deserving of blame for a negative outcome depends
on their anticipated responsibility. Blame is higher, the more likely
it was that a person’s action would be pivotal. Recently, Engl (2022)
applied Chockler and Halpern’s (2004) model to explain how people
assign responsibility to players in various economic games.

In the situations discussed so far, each individual’s contribution
counts the same toward the group outcome. However, this need not
be the case (see Gelman et al., 2002). For example, in the United
Nations, some countries have more votes than others. Similarly, in
presidential elections in the United States, some states cast more votes
than others. Our example of the three psychologists in the introduction
could be represented by the theorist having two votes while the two
experimentalists each have one vote, with three votes being required
for a successful outcome. This formulation is structurally equivalent to
stating that success requires the theorist and at least one of the two

experimentalist. In our experiments, we manipulate the extent to which
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individuals’ contributions affect the group outcome, and investigate
how this affects people’s judgments of criticality.

Rapoport’s (1987) model of criticality, models of a–priori voting
power (see, e.g. Felsenthal & Machover, 2004), and Chockler and
Halpern’s (2004) model of anticipated responsibility all have in com-
mon that they consider the probability that a person’s action would
have been pivotal for the outcome. Accordingly, a person is more
critical the more likely they make a difference to the outcome. How-
ever, as our experiments below will show, people’s intuitive concept
of what it means to be critical for an outcome is asymmetric: people
care more about a person’s contribution being pivotal for a positive
outcome than a negative one. For example, consider a situation in which
player A and player B each cast a vote. Player A believes that player B’s
chance of voting ‘yes’ is 50%. No matter whether the situation is
conjunctive (such that the outcome only happens if both vote ‘yes’) or
disjunctive (such that the outcome happens if at least one of them votes
‘yes’), player A’s expected pivotality is the same (as is their criticality
according to Eq. (1)). In the disjunctive situation, player A is only
pivotal if player B votes ‘no’. Similarly, in the conjunctive situation,
player A is only pivotal if player B votes ‘yes’. Because player B is
equally likely to vote ‘yes’ or ‘no’, player A’s expected pivotality is the
same. However, as we will see below, people judge player A as being
more critical in the conjunctive structure compared to the disjunctive
structure.

2. Models of criticality

We consider situations in which team members can either succeed
or fail in their individual task, and the team as a whole can either
win or lose the team challenge. Team challenges have different causal
structures that dictate how individual contributions translate into team
outcomes. The top of Fig. 1 shows four different team challenges.
Each of the challenges features three players: player A, player B, and
player C. In the disjunctive challenge, at least one of the players needs
o succeed in order for the team to win. In the conjunctive challenge, all
hree players need to succeed. In the mixed 1 challenge, player A needs
o succeed in addition to at least one out of player B or player C. In
he mixed 2 challenge, player A needs to succeed, or both players B and
layer C.

We will call players whose contributions combine in a conjunc-
ive way complements, and players whose contributions combine in a
isjunctive way substitutes. For example, in the conjunctive challenge,
layer B (or player C) is player A’s complement. In the mixed 1
hallenge, player C is player B’s substitute. We compare participants’
riticality judgments against the predictions of five different models
see Fig. 1).

.1. The heuristic model

We introduced the heuristic model in Lagnado et al. (2013). The
euristic captures the basic intuition that in a conjunctive task, each
eam member is fully critical, whereas in a disjunctive task criticality
iffuses among the members. The model first assigns full criticality to
he team as a whole. Conjunctive subunits have the same criticality
core as the composite unit. Disjunctive units, on the other hand,
eceive equally divided shares. This allocation of criticality to subunits
epeats recursively until each individual player receives an individual
riticality score.

For example, the heuristic predicts that in the disjunctive challenge,
ach player receives a criticality of 1

3 , as the full criticality is equally
shared among the three disjunctive units (see Fig. 1). In the conjunctive
challenge, each player is fully critical because the three conjunctive
subunits share the same criticality as the whole team does. In the
mixed 1 challenge, player A is fully critical, whereas player B and
player C, who form a disjunctive unit, each receive a criticality of 1

2 . In
the mixed 2 challenge, the heuristic predicts that each player receives
3

a criticality of 1
2 . This is because player A, or players B and C together,

orm one disjunctive unit so the criticality is divided between these two
nits. Since player B and player C are complements whose contributions
ombine conjunctively, each of them receives the same criticality as
heir composite unit.

The heuristic only considers the causal structure of the challenge
ut does not take into account how likely each player is to succeed.
he following models are sensitive to both the causal structure and the
layers’ likelihood of success.

.2. The necessity model

The necessity model was also introduced in Lagnado et al. (2013)
nd adapted from Pearl (1999). The model computes the probability
ith which each player’s contribution is necessary for the team success.
he necessity model assigns criticality 𝑖 to player 𝑖 based on that
layer’s individual outcome 𝑜𝑖 ∈ {0 = fail, 1 = succeed} and on the
eam outcome 𝑂 ∈ {0 = loss, 1 = win}, as follows

𝑖,necessity = 1 −
𝑃𝑟(𝑂 = 1|𝑑𝑜(𝑜𝑖 = 0))
𝑃𝑟(𝑂 = 1|𝑑𝑜(𝑜𝑖 = 1))

, (2)

where 𝑑𝑜(𝑜𝑖 = 0) considers a situation in which the player failed, and
𝑑𝑜(𝑜𝑖 = 1) one in which the player succeeded.2 Intuitively, if a person’s
contribution makes no difference to the outcome, then the chances of
the team succeeding are the same no matter whether the player failed
(the numerator) or succeeded (the denominator). In this case, their
criticality is 0. If there is no way for the team to win without player 𝑖’s
success (i.e. when the numerator 𝑃𝑟(𝑂 = 1|𝑑𝑜(𝑜𝑖 = 0)) is zero), then the
player’s criticality is 1.

So, criticality varies from 0 for a player whose individual outcome
has no effect on the team outcome to 1 for a player who must succeed
for the team to win. If the players’ probabilities of success are unspec-
ified, the model assumes equal probabilities for success and failure.
As Fig. 1 shows, the predictions of the necessity model align closely
with that of the heuristic for the disjunctive, conjunctive, and mixed 1
challenge. The predictions of the two models come apart in the mixed 2
challenge. Unlike the heuristic model, which predicts equal criticality
for players A and B, the necessity model predicts that player A is more
critical than player B. If player A fails, both players B and C need to
succeed in order for the team to win. Whereas when player B fails, only
player A needs to succeed (which is more likely than both of the other
players succeeding).

The necessity model makes graded predictions that are sensitive
to the success likelihood of a player’s complement or substitute. The
model predicts that as player 𝑖’s substitute’s likelihood of success in-
creases, player 𝑖’s criticality goes down. Intuitively, if the substitute’s
probability of success is higher, there is a better chance that the team
wins even if player 𝑖 fails, 𝑃𝑟(𝑂 = 1|𝑑𝑜(𝑜𝑖 = 0)), and hence player 𝑖’s
criticality decreases. The opposite holds for complements. Increasing
the success likelihood of player 𝑖’s complement makes it more likely
that 𝑖’s contribution will make a difference. Our next three criticality
models consider the probability with which the target player’s action is
pivotal for the team outcome. The credit model computes the probability
of a player being pivotal for a group win, the blame model for a group
oss, and the responsibility model weighs a player’s pivotality for a win
r loss based on the probability of these outcomes occurring.

2 Notice that for the structures that we consider, the interventional proba-
ility 𝑃𝑟(𝑂 = 1|𝑑𝑜(𝑜𝑖 = 0)) is the same as the conditional probability 𝑃𝑟(𝑂 =

1|𝑜𝑖 = 0). However, we chose to use the more general formulation here because
it can also be applied to compute the criticality when the probabilities of
individual players succeeding are confounded with one another (e.g. due to

a common causal factor).
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Fig. 1. Criticality model predictions for a selection of team challenges with model predictions. Each panel shows the model predictions for player A on the left side, and player B
on the right side. In each team challenge, individual players A, B, and C perform a task in which they can either succeed or fail. We assume here that each player has a chance
of 𝑝 = 0.5 to succeed. The team challenge determines how individual performances translate into the team outcome. In the disjunctive challenge, at least one of the players needs
to succeed in order for the team to win. In the conjunctive challenge, all three players need to succeed. In the mixed 1 challenge, player A needs to succeed and at least one out of
player B or player C. In the mixed 2 challenge, player A needs to succeed or both players B and player C.
2.3. The credit model

The credit model predicts that a player is judged to be more critical
the more probable it is that their action is pivotal for a team win. The
criticality of player 𝑖 is

𝑖,credit = 𝑃𝑟(𝑂 = 0𝑜𝑖=0|𝑂 = 1), (3)

where 𝑂 = 0𝑜𝑖=0 expresses the counterfactual event of a team loss if
player 𝑖 failed, assuming that in fact the team won (𝑂 = 1). We adopt
this notation for expressing counterfactuals from Pearl (2000) (see also
Gerstenberg, 2022). This model computes a player’s expected credit,
assuming that credit = 1 whenever their action was pivotal for the team
win.

As Fig. 1 shows, the credit model and the necessity model make the
same qualitative predictions, both between and across the four situa-
tions. Both models generally predict that a player’s criticality decreases
the more likely substitutes are to succeed, and that a player will be
judged highly critical if the team cannot win without them. However,
as we will see later, the two models make different predictions when a
player’s probability of success is manipulated. The credit model assigns
higher criticality as the probability of a player’s success increases. The
necessity model, in contrast, only predicts that the success probabilities
of the other players affect the criticality of the judged player. How
likely the judged player is to succeed does not affect their criticality.
Intuitively, this is the case because the necessity model conditions both
on what would happen if the judged player succeeded and on what
would happen if they failed (see Eq. (2)).

Note that quantitatively, there are some differences between the
necessity and the credit model even for the situations depicted in Fig. 1.
When we fit the models to participants’ judgments in the experiments
below, we map the model predictions separately onto participants’
judgments via a linear regression.

2.4. The blame model

Mirroring the credit model, the blame model predicts that a player’s
criticality depends on the probability that their action is pivotal for a
4

team loss. The criticality of player 𝑖 is

𝑖,blame = 𝑃𝑟(𝑂 = 1𝑜𝑖=1|𝑂 = 0) (4)

where 𝑂 = 1𝑜𝑖=1 expresses the counterfactual of whether the outcome
would have been a win had player 𝑖 succeeded, assuming that in fact
the team failed (𝑂 = 0).

The blame model predicts that players are more critical in dis-
junctive structures, and less critical in conjunctive ones. In disjunctive
structures, there is only one scenario with a negative outcome, namely
when all players failed. In this scenario, each player is pivotal for the
loss. So, the model predicts that in disjunctive structures, each player
is fully critical for the outcome. In contrast, in conjunctive structures,
there is only one scenario with a positive outcome, namely when each
player in the team succeeded. But there are many possible ways for
the team to fail. Consider a team with three members as in Fig. 1.
Here, out of the seven scenarios that lead to a negative outcome in the
conjunctive task (all players fail, A and B fail, etc.), there is only one
situation in which a player is pivotal for the team’s loss. So, according
to the blame model, their criticality would be 1

7 . In line with the other
models, the blame model predicts that player A is more critical than
player B in the mixed challenges. Player A is more likely to be pivotal
for team losses than the other two players.

2.5. The responsibility model

The responsibility model computes the expected probability that a
player is either pivotal for the team win or pivotal for the team loss.
The criticality of player 𝑖 is

𝑖,responsibility = 𝑃𝑟(𝑂 = 0𝑜𝑖=0|𝑂 = 1) ⋅ 𝑃𝑟(𝑂 = 1)

+ 𝑃𝑟(𝑂 = 1𝑜𝑖=1|𝑂 = 0) ⋅ 𝑃𝑟(𝑂 = 0). (5)

The responsibility model is simply a weighted average of the credit
model and the blame model, whereby the weighting is determined by
the likelihood of a positive or negative team outcome.

The responsibility model can be viewed as an extension of the
probabilistic criticality model (see Eq. (1)). When the probability of each
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player in the team succeeding is the same, and when the structure is
disjunctive (i.e., 𝑘 = 1), or conjunctive (i.e., 𝑘 = 𝑛), these two models
make the same predictions. However, the responsibility model also
handles situations where the player’s probabilities of success within a
team vary, and where players have different causal roles (such as in the
two mixed challenges in Fig. 1).

The responsibility model predicts that when each player’s prob-
ability of success is 0.5, then a player’s criticality in disjunctive or
conjunctive structures is the same (assuming the same team size). For
example, in a disjunctive structure with three players, player A is
pivotal for a win when both players B and C failed, and pivotal for
a loss when all players failed. In the conjunctive structure, player A
is pivotal for a win when all players succeeded, and pivotal for a loss
when both players B and C succeeded. So for both structures, player A
is pivotal for the outcome in two out of eight situations. So as long as
each player has the same probability of succeeding or failing, player A’s
criticality is the same.3

Like the other models, the responsibility model also predicts that
player A will be judged more critical than player B in the mixed
challenges. There are more situations in which player A would be
pivotal for the outcome than player B (or player C) would.

3. Re-analysis of Lagnado et al. (2013)

In prior work, we were interested in better understanding how
people assign ex-post responsibility to individuals in groups (Lagnado
et al., 2013). We argued that when people assign responsibility, they
consider both how critical an individual’s performance was for the team
outcome, and how close their performance ended up to being pivotal.
In the experiment reported in the paper, we showed participants eight
different challenges and asked them to answer the following question:
‘‘How critical is Player A for the team’s outcome in each challenge?’’
We presented the eight challenges in two sets of four whereby each
set of challenges was displayed on the same screen with a separate
slider underneath each challenge whose endpoints were labeled ‘‘not at
all’’ (0) and ‘‘very much’’ (100). The study materials including the raw
data, experiment screenshots, and analyses files for all experiments are
available here: https://github.com/cicl-stanford/making_a_difference.

The top of Fig. 2 shows the eight challenges for which participants
evaluated player A’s criticality. The first set of challenges (1–4) manip-
ulates the size of the group (2 or 4 players), and whether individual
contributions combine disjunctively (one arrow) or conjunctively (sev-
eral arrows). For example, challenge 1 features two team members, and
the team wins if at least one out of player A and player B succeed
in their individual task. Challenge 4 features four team members and
the team only wins if all of the players succeed. The second set of
challenges (5–8) introduced mixed causal structures. In challenge 5, for
example, the team wins if both player C and player D and at least one
out of player A or player B succeeds. In challenge 8, the team wins if
player A succeeds as well as at least one out of players B, C, or D.

Fig. 2 shows participants’ criticality ratings for the eight different
causal structures tested in Lagnado et al. (2013) together with the
models’ predictions. Note that we calibrated each model by fitting
it to participants’ mean judgments on the eight trials using a linear
regression. Table 1 shows each model’s raw predictions before it was
fitted. For these model predictions, we assumed that each player is just
as likely to succeed or fail in their task.4

3 If instead each player’s likelihood of success was greater than 0.5, then
heir criticality would be greater in the conjunctive challenged compared to
he disjunctive one. This is the case because now the situation in which all
layers succeed (where each player is critical in the conjunctive challenge)
ould be more likely than the situation in which all players failed (where

ach player is critical in the disjunctive challenge).
4 Note that while the (unscaled) blame model predicts a higher criticality

rating in disjunctive structures than in conjunctive structures, the scaled model
predicts the opposite because we allowed for the weighting parameter in the
5

linear regression to be negative.
Table 1
Raw model predictions for player A in team challenges with different structures. Fig. 2
shows a visualization of the different structures together with the model predictions
that were fitted to the data.

Challenge Heuristic Necessity Credit Blame Responsibility

1 0.50 0.50 0.33 1.00 0.50
2 1.00 1.00 1.00 0.33 0.50
3 0.25 0.12 0.07 1.00 0.12
4 1.00 1.00 1.00 0.07 0.12
5 0.50 0.50 0.33 0.08 0.12
6 1.00 1.00 1.00 0.23 0.38
7 0.33 0.25 0.14 0.11 0.12
8 1.00 1.00 1.00 0.78 0.88

Table 2
Model fits for the different studies. Note: In the re-analysis of Lagnado et al. (2013)
the response scale was from 0 to 100, in Experiment 1 it was from 0 to 20, and
in Experiment 2 it was from 0 to 10. rmse = root mean squared error, r = Pearson
orrelation, n = number of individual participants best fitted by the model. The baseline
odel just fits an intercept to the data.
Model Re-analysis Experiment 1 Experiment 2

r rmse n r rmse n r rmse n

Heuristic .97 5.48 9 0.89 1.46 7 0
Necessity .97 5.85 5 0.98 0.67 9 0.77 0.97 3
Credit .97 5.44 16 0.97 0.73 4 0.85 0.82 50
Blame .10 23.22 1 0.32 2.98 0 0.40 1.41 3
Responsibility .62 18.28 4 0.54 2.65 3 0.36 1.43 9
Baseline 23.32 5 3.14 17 1.54 5

Table 2 shows how well each model captures participants’ responses
using several evaluation criteria. Three models – the heuristic model,
the necessity model, and the credit model – clearly outperform the blame
model and the responsibility model. These three models achieve similar
correlations with participants’ mean criticality judgments and a similar
prediction error. We also computed for each participant which model
best fit their judgments based on the sum of squared errors. The credit
model best fits more participants than the heuristic and necessity models
ombined.

The re-analysis of Lagnado et al.’s (2013) shows that only some of
he models we introduced above are consistent with how participants
valuate the extent to which an individual is critical for the team’s
utcome. The heuristic model, the necessity model, and the credit model

capture participants’ judgments well but the blame model and responsi-
ility model do not. The blame model incorrectly predicts that a player is

more critical in a disjunctive than in a conjunctive challenge (see Ta-
ble 1). Even when fitted to participants’ criticality judgments in a way
that allows for a negative coefficient on the models’ predictions, the
blame model fails to capture participants’ judgments. The responsibility
model incorrectly predicts that for a given team size, player A would be
judged equally critical no matter whether the structure was disjunctive
or conjunctive. For example, it predicts the same judgment for player A
in challenges 1 and 2, and in challenges 3 and 4.

The heuristic, necessity, and credit models fail to capture one pattern
n the data. Player A was judged more critical in challenge 1 compared
o challenge 5, and in challenge 2 compared to challenge 6. One
ossible explanation for the lower criticality in challenges 5 and 6 is
hat participants’ judgments are affected by the size of the team where
layers in larger teams are considered less critical. However, this does
ot really hold for the conjunctive challenges 2 and 4. An alterna-
ive explanation is that this difference came about as a consequence
f the way in which we presented the challenges. Remember that
hallenges 1–4 were presented on the same screen, and challenges 5–
on the same screen later in the experiment. The set of challenges

o consider on a given screen may have created context effects. It is
ossible that if these four challenges were presented on the same screen
hat participants would evaluate player A’s criticality to be the same in
hallenges 1 and 5, and in challenges 2 and 6.

https://github.com/cicl-stanford/making_a_difference
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Fig. 2. Re-analysis of Lagnado et al. (2013). Criticality judgments for player A (gray points) and model predictions (colored diamonds). Large points show means with 95%
confidence intervals. Small points show individual judgments. The heuristic model, necessity model, and the credit model capture participants’ judgments equally well. The blame
model and responsibility model do not capture participants’ judgments well. Note: The model predictions were scaled via a linear regression from the values shown in Table 1 to
the mean criticality judgments. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Experiment 1. Diagrams of the different challenges. In the disjunctive challenge, the team wins if at least one of the players succeeds. In the conjunctive challenge, the team
wins if all three players succeed. In the mixed 1 challenge, the team wins if player A succeeds and at least one of players B and C. In the mixed 2 challenge, the team wins if
player A succeeds, or if both players B and C succeed.
Overall, while participants’ criticality judgments are consistent with
the necessity model and the credit model, it is also possible that they
followed the simple heuristic model according to which a player is
critical if their success is necessary for the team win, and where their
criticality reduces with the number of players if they are part of a
disjunctive (sub-)structure.

4. Experiment 1: Criticality in novel scenarios

Experiment 1 tests the different models’ predictions against people’s
criticality judgments for a new set of causal structures (see Fig. 3).
This time, each challenge featured three players, including a disjunctive
challenge, a conjunctive challenge, a mixed challenge in which player A
and at least one out of player B or player C needed to succeed in order
for the team to win (‘‘mixed 1’’), and another mixed challenge where
either player A, or both players B and C had to succeed for the team to
win (‘‘mixed 2’’).

For the mixed 2 challenge, the predictions of the heuristic model
come apart from those of the necessity model and the credit model. Here,
the heuristic model predicts that player A and player B are equally
critical. It predicts that criticality is shared equally between players
who form a disjunctive unit, and that players in a conjunctive unit
do not share the criticality. In this case, player A and players B and
C form a disjunctive unit, so the criticality is shared between them
(each unit receiving a criticality of 0.5). Since players B and C form
a conjunctive unit, the criticality of 0.5 for this unit is not shared, so
that each individual player of that unit receives a criticality of 0.5

In contrast, both the necessity model and the credit model predict that
player A is more critical than player B. To get the intuition for why
6

the credit model predicts this, remember that this model considers how
likely a player’s success is pivotal for the team’s win. Player A is pivotal
when both player B and C fail, or when either of them succeeds (but not
both). However, player B is only pivotal if player A fails and player C
succeeds. So from the six possible situations that would result in a team
win, player A is pivotal in three of them, whereas player B is only
pivotal in one of them. Fig. 1 shows the model predictions for player A
and player B in the four different challenges (assuming that each player
is just as likely to succeed or fail in their task).5 Notice that while
there are some quantitative differences between the raw predictions of
the necessity model and the credit model, their predictions are extremely
highly correlated (𝑟 = .99). So while the results of this experiment can
shed light on whether participants are using the heuristic model to judge
criticality, they will not help tease apart the necessity and credit models.

4.1. Methods

4.1.1. Participants
Forty participants (age: M = 36, SD = 13; gender : 21 female, 19

male) were recruited online via Amazon Mechanical Turk and received
$1 compensation.6

5 The prediction that player A’s criticality is greater than that of player B or
C holds as long as player A’s probability of success is not substantially lower
than that of players B and C. In the experiments, we told participants that
players were randomly assigned to the three different roles, so there is no
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Fig. 4. Experiment 1. Screenshot of the main task in which participants were asked to judge how critical player A and player B are for the team’s result under different rules.
4.1.2. Design & procedure
The experiment was programmed with Adobe Flash. Participants

were told that they would act as external observers asked to comment
on a team challenge in a game show. Their task was to indicate how
critical each player in the team will be for the team’s outcome in the
challenge. The game show has teams of three players competing for a
prize. In the first round, each player answers one general-knowledge
question. In order for the team to win and pass the first round, one or
more players must give the correct answer.

Participants were then introduced to four versions of the game show
that differed in which players, and how many of the players, must
give correct answers in order for a team to win and pass the first
round. Participants learned that players in the game show are randomly
assigned to the roles A, B, and C. The four different challenges were
labeled ‘‘At least one’’, ‘‘All three’’, ‘‘One and either’’, and ‘‘One or both’’
in the order as shown at the top of Fig. 5. Participants had to hover with
the mouse over each of the labels to read a description of what it takes
for the team to win that challenge.

Participants then completed a comprehension check phase in which
they had to say for each of the four challenges whether the team would
win or fail if

1. Player A answers correctly, and players B and C give a wrong
answer;

2. Player B answers correctly, and players A and C give a wrong
answer;

reason to assume that a player’s role reveals anything about their likelihood
of succeeding.

6 The key comparison in this experiment is the predicted difference between
player A’s criticality and player B’s criticality in the mixed 2 challenge. We
performed a power-analysis to determine the sample size for this experiment.
We anticipated an effect size of 𝑑 = 0.5 for this difference in a paired-samples
t-test, which for a desired power of 0.8 at an alpha level of 0.05 (two-sided),
yields a sample size of 34. In fact, we observed an effect of 𝑑 = 0.76, which
for our sample size of 40 yields a power of 0.997.
7

3. Player A and player B answer correctly, and player C gives a
wrong answer;

4. Player A and player B and player C answer correctly.

Only participants who answered all of the comprehension check
questions correctly were able to proceed to the main task. If a partici-
pant answered one ore more questions incorrectly, they were redirected
to read the instructions again. Before the main task, participants re-
ceived one reminder that they will be asked to indicate how critical
each player will be for the team’s result in the first round of the game
show under the different rules.

Fig. 4 shows a screenshot of the main task. All of the four challenges
were presented on the same screen. Each challenge was indicated by its
label together with a short description of the rule. The vertical order
in which the different challenges appeared on the screen was held
constant across participants with the ‘‘All three’’ challenge at the top
followed by the ‘‘At least one’’, ‘‘One and either’’, and ‘‘One or both’’
challenges. At the top of the screen was the question: ‘‘How critical are
players A and B for the team’s result under the different rules?’’. For
each of the four rules, there was a separate slider for player A and for
player B whose endpoints were labeled ‘‘not at all’’ and ‘‘very much’’.
The sliders corresponded to 21-point Likert scales (0 = not at all, 20 =
very much), and were initialized at 0. Each participant provided eight
judgments, judging players A and B in the four different challenges. To
proceed to the next screen of the experiment, participants’ had to click
on each of the sliders (but they did not have to move them).

After this main task, participants were asked to describe in a text
box how they assessed the criticality of the players. They were also
asked to share any other thoughts they had on the experiment. Finally,
we asked participants for their age and gender.

4.2. Results

Fig. 5 shows participants’ criticality judgments together with the
predictions of the heuristic model, the necessity model, and the credit
model. As mentioned earlier, the predictions of the necessity model and
the credit model are virtually identical for the cases considered here.
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Fig. 5. Experiment 1: Criticality judgments (gray points) and model predictions (colored diamonds). Large points show means with 95% confidence intervals. Small points show
individual judgments. The model predictions are jittered along the 𝑥-axis for visibility. Participants were asked to judge both player A and player B in each of the situations. While
the heuristic model (red) predicts the same judgments for player A and player B in the mixed 2 challenge, the necessity model (blue) and the credit model (purple) correctly predict
that player A will be seen as more critical than player B in this challenge. Note: The model predictions were scaled via a linear regression from the raw predictions shown in
Fig. 1 to participants’ mean criticality judgments. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Both of these models predict that player A would be judged more
critical than player B in the mixed 2 challenge. The heuristic model, in
contrast, predicts that both players would be judged equally critical.
In line with the predictions of the necessity model and the credit model,
player A was judged more critical.

In the mixed 1 challenge, all three models correctly predicted that
player A would be judged more critical (M = 19.08, SD = 2.38) than
player B (M = 12.68, SD = 4.10; mean and 95% credible interval of the
posterior distribution of the difference = 6.41 [4.97, 7.81]).7 31 out of
40 participants gave a higher rating to player A than player B.

In the mixed 2 challenge, only the necessity model and the heuristic
model correctly predicted that player A would be judged more critical
(M = 17.18, SD = 4.16) than player B (M = 12.00, SD = 5.91,
difference = 5.2 [2.94, 7.37]). 24 out of 40 participants gave a higher
rating to player A than player B.

We can also compare judgments for the same player between chal-
lenges. Here, all three models correctly predict that player A would
be judged more critical in the mixed 1 challenge than in the mixed 2
challenge (difference = 1.91 [0.44, 3.34]). Finally, the models correctly
predicted that that player B was judged similarly critical in the mixed 1
challenge and the mixed 2 challenge (difference = 0.7 [−1.43, 2.83]).

Table 2 shows how well each of the models captures participants’
mean judgments, and how many participants are best fitted by each
model. The necessity model and the credit model better account for
participants’ mean judgments (both in terms of correlation and root
mean squared error) than the heuristic model. The necessity model best
accounts for the largest number of individual participants, followed by
the heuristic model, and the credit model.

4.3. Discussion

Experiment 1 set out to test the heuristic model against the necessity
model and credit model. To pit the models against one another, we

7 We follow the convention of calling something an effect when the 95%
credible interval of the parameter of interest excludes 0.
8

introduced a new challenge where the team only wins if either player A,
or both players B and C succeed. According to the heuristic model,
player A and player B are equally critical in that challenge. According
to the other two models, player A is more critical than player B.
The results clearly show that participants viewed player A as more
critical. The necessity model and the credit model accurately capture
participants’ criticality judgments across all of the challenges. None of
the other models, including the heuristic model, were able to account
for participants’ judgments as well.

5. Experiment 2: Criticality with probabilities

Based on the re-analysis of Lagnado et al. (2013), we found that only
the heuristic model, the necessity model, and the credit model adequately
capture participants’ criticality judgments. Experiment 1 presented ev-
idence against the heuristic model. Experiment 2 pits the necessity model
against the credit model.

To do so, we manipulated information about the probability with
which each player was likely to succeed in their task. When computing
criticality, the necessity model conditions separately on the success and
failure of the player of interest. This means that, according to this
model, a player’s probability of success does not affect their criticality.
How critical a player is only depends on the causal structure, and
the success probability of their teammates. In contrast, according to
the credit model, a player’s success probability affects their criticality.
Specifically, if a player forms part of a disjunctive (sub-)structure, than
their criticality increases the more likely they are to succeed.

For example, let us consider the mixed 1 challenge where in order
for the team to win, player A needs to succeed and at least one out
of players B and C. Let us assume that player A has a 70% chance of
succeeding and player B has a 30% chance. Now let us compare two
situations: one in which player C’s likelihood of success is 10% and
another in which it is 90%. The necessity model predicts that player C’s
criticality is the same in both situations. The credit model, in contrast,
predicts that player C’s criticality is greater when their chance of
success if 90% compared to 10%. To understand why this is the case,
remember that the credit model considers the probability that a player
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is pivotal for the team’s win. Player C is pivotal for the success in a
situation in which both player A and player C succeed, but player B
fails. Because this situation becomes more likely as player C’s chances
of success go up, their criticality increases. By manipulating both the
causal structure of the challenge and the prior information about each
player’s probability of success, Experiment 2 allows us to tease apart
the predictions of the necessity model and the credit model.

5.1. Methods

5.1.1. Participants
Seventy (age: M = 19, SD = 1; gender : 53 female, 17 male) University

College London first-year undergraduate students participated in the
experiment for course credit.8

5.1.2. Materials and procedure
The experiment was programmed using Adobe Flash and run as

part of a lab class. Participants were seated in individual cubicles in
a computer cluster room. All instructions appeared on screen. Par-
ticipants learned that their role in the experiment would be that of
an external observer. Their tasks were (i) to make predictions about
whether different teams in a hypothetical game show would succeed
in their team challenge and (ii) to indicate how critical they perceived
each player to be for the team’s success in the challenge (see Fig. 6). We
made it clear to participants that their criticality evaluations would be
made before the event has taken place, and that they will not be seeing
the teams’ outcomes in the challenge.

The game that each player in the game show played was called the
‘dot-clicking game’’. In this game, a dot reappears in a random location
n the screen each time after it is been clicked on. A player succeeds in
he game if they manage to click the dot often enough within a limited
ime period. To get a better sense of how the game works, participants
layed it themselves for four trials. Afterwards, we told participants
hat the players in the game show played a different version of the
ame in which the players had more time, the dot was smaller, and the
riterion for a successful trial was 20 clicks.9

The hypothetical game show had two parts. In the first part, players
racticed the dot-clicking game individually for ten trials. We manipu-
ated participants’ expectations about each player’s success by varying
heir practice performance. While some players reached the criterion
f 20 clicks in most of their ten practice trials, others only succeeded
arely. Fig. 6 shows an example where the three players succeeded
n 30% of their practice trials. We told participants that a player’s
erformance in the practice reflects how likely they will succeed in the
pcoming team challenge. In the second part, players were randomly
ssigned to teams and positions in one of three challenges. Each chal-
enge featured three players and was either disjunctive, conjunctive, or
ixed 1 as shown in Fig. 3.

In each trial of the main task, participants first received information
bout the percentage of trials in which each team player had succeeded
n the practice (shown in the top right of each screenshot in Fig. 6).
layers were indicated by initials, and no initials were repeated to
ake it clear that a new set of players participated in each challenge.
articipants then clicked to reveal which of the three challenges the
eam had been assigned to (shown in the top left in Fig. 6). Afterwards,
articipants answered the question ‘‘How high are the chances that the
eam is going to win the challenge?’’ by typing in a number between 0

8 The class size of the students who participated in the experiment was
= 131. 70 participated in the criticality experiment that we focus on here,

nd 61 participated in the effort experiment that we mention in the General
iscussion. The results of the effort experiment are shown in Fig. E.1 in the
ppendix.

9 This was done to render participants’ performance in their trials
9

ninformative about the difficulty of the task in the game show.
and 100% in a text box (see Fig. 6a). The inclusion of this prediction
task made sure that participants processed both the information about
the players’ prior performance as well as what the team challenge
they had been assigned to. Lastly, participants used sliders to answer
the question ‘‘How critical is each player for the team’s result in this
challenge?’’ (see Fig. 6b). There was a separate slider for each player
on the team. The slider endpoints were labeled ‘‘none’’ (0) and ‘‘very
much’’ (10).10 Sliders were initialized at 0 and each slider had to be
clicked on (or moved) to be able to continue. Participants were able to
remind themselves about how everything worked by moving the mouse
over an info button on the top right of the screen which remained
available throughout the experiment.

Participants first completed one practice trial and then answered
six forced-choice comprehension questions. They received immediate
feedback about whether their answer was correct or wrong. The correct
answer was provided in written form. Overall, participants answered
88% of the questions correctly. Participants then completed 24 trials
that were presented in random order. After this main part of the exper-
iment, participants answered a few more questions that are not relevant
here (e.g. we asked participants to assign responsibility to individual
players based on whether or not they succeeded in their task). At the
end of the experiment, participants were prompted to provide their
demographic information and asked to write in a few sentences about
how they assessed the players’ criticality in the experiment. It took
participants on average 7.6 (SD = 1.87) minutes to go through the
instructions and 23.4 (SD = 4.89) minutes to complete the entire
experiment.

5.1.3. Design
Both (i) team structures and (ii) information about previous per-

formance of the players were varied within participants. The 𝑥-axis of
Fig. 7 shows the 8 different patterns of performance in the practice
trials. There was a set of patterns in which all three players had
identical prior performance (3 3 3 and 7 7 7). In two more sets, the
priors for players A and B were held constant while the prior of player
C was varied (e.g. the prior for player A was 7, the prior for player B
was 3, and the prior for player C was either 1, 5, or 9).11 As dependent
variables, we assessed participants’ estimates of the winning chances
for each team as well as the criticality ratings for each player in the
team.

5.2. Results

For each challenge, we first asked participants to evaluate how high
the chances are that the team is going to win the challenge (see Fig. 6a).
We asked this question to ensure that participants paid close attention
to the team challenge, as well as to the information about the perfor-
mance of each player on the practice trials. Participants’ probability
judgments are shown in Fig. C.1 in the appendix. Probability judgments
changed as expected with the manipulated skill of the players. And,
as prior work has shown (e.g. Bar-Hillel, 1973), participants tended to
underpredict a team’s probability of success for disjunctive challenges,
and overpredict for conjunctive challenges.

Fig. 7 shows participants’ criticality judgments for the three differ-
ent challenges and the different player skill levels together with the
predictions of the necessity model and the credit model. The results show
that participants judgments were sensitive both to the structure as well
as the information about how likely each player would succeed in their
individual task.

10 The labeling of one of the endpoint as ‘‘none’’ instead of ‘‘not at all’’ was
due to a programming error. We do not believe that this affected participants’
responses.

11 The priors were randomly assigned to the 3 players in the disjunctive and
conjunctive team challenges. The matching of priors to players was fixed for

the mixed challenge in the same way as shown in the table.
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Fig. 6. Experiment 2. Screenshots of the main task: (a) probability judgment phase, (b) criticality judgment phase. For each team challenge, participants were first asked to
estimate how high the chances are that the team is going to win the challenge. This probability judgment phase made sure that participants pay attention to the structure of the
team challenge, and the performance of each player on the practice trials. In the criticality judgment phase, participants judged how critical each player is for the team’s result
in this challenge.
Fig. 7. Experiment 2: Criticality judgments (gray points) and model predictions (colored diamonds). Large points show means with 95% confidence intervals. Small points show
individual judgments. Participants were asked to judge how critical each player A, B, and C were for each of the three different challenges. We also manipulated each player’s
skill (i.e. how many out of 10 times they succeeded in the practice phase). Player skills are shown on the 𝑥-axis. The necessity model predicts that a player’s criticality depends on
the structure and the skill of the other players (but not on the skill of the player themselves). For example, consider player C in the last three trials of the mixed challenge where
player A’s skill is 7 and player B’s skill is 3. Here, the necessity model predicts that player C’s criticality is the same no matter whether their skill is 1, 3, or 9. In contrast, the
credit model correctly predicts that player C is judged more critical as their skill increases. Note: The model predictions were scaled via a linear regression from the values shown
in Table B.1 to the mean criticality judgments. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In the disjunctive challenge, participants generally judged players
more critical who were more likely to succeed. In the conjunctive
challenge, each player was judged to be highly critical no matter what
their skill level was. Finally, in the mixed challenge, player A was
judged as highly critical, and for player B and player C, their criticality
increased with their skill level.

Two further trends are apparent for players in disjunctive chal-
lenges. First, as the skill of one player increases, the criticality of
the other players goes down. For example, consider the criticality of
player A in the disjunctive challenges in which their skill is 7. As
player C’s skill increases from 1 to 5 to 9, the judged criticality of
player A goes down. Second, a player’s criticality increases with their
10
skill level. For example, in the mixed challenge, player C’s judged
criticality increases as their skill level increases from 1 to 5 to 9.
To confirm this observation, we ran a Bayesian linear mixed effects
model with player C’s skill levels as predictor. For this analysis, we
restricted the set of situations to ones in which player C forms part
of a disjunction (so we excluded the conjunctive challenge), and for
which the skill level of player C changes while the skill of the other
two players was held constant (so we excluded the ‘‘3 3 3’’ and ‘‘7 7
7’’ situations). As expected, there was a positive effect of player C’s
skill on how critical the player was judged (posterior mean = 0.43,
95% credible interval = [0.36, 0.49]).
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5.2.1. Model comparison
Table 2 shows how well each of the different models captured

participants’ criticality judgments. Overall, the credit model performed
best. It achieved the highest correlation, lowest error, and accounted
best for a large majority of individual participants (50 out of 70).
The necessity model only accounted best for 3 out of 70 participants.
Qualitatively, the credit model captures almost all of the trends in the
data. It correctly predicts that criticality goes up with skill in the
disjunctive challenge, and is high irrespective of skill in the conjunctive
challenge. It further predicts that as one player’s skill goes up in dis-
junction, the other players’ criticality goes down. Both of these effects
are also predicted by the necessity model. However, only the credit model
correctly predicts that a player’s criticality goes up in disjunction as
their own skill increases. As we discussed earlier, the necessity model
does not predict this effect because it conditions on the target player’s
individual outcome.

Quantitatively, both the necessity model and the credit model un-
derpredict how much participants’ criticality judgments vary with the
players’ skills in the disjunctive challenge. Both models also incorrectly
predict that each players’ criticality would be judged lower in the ‘‘7 7
7’’ compared to the ‘‘3 3 3’’ situation. In contrast, participants’ assign
roughly the same degree of criticality to each player in both of these
situations.

Even though the responsibility model does a relatively poor job
of capturing participants judgments overall, there were 13 out of 70
participants whose judgments were best predicted by this model. The
responsibility model predicts that a player’s criticality in conjunctive
challenges decreases with their skill level, and that it increases as the
skill level of the other players increases (see Fig. D.1 in the appendix,
as well as Table B.1 for the predictions of all the models).

5.3. Discussion

In this experiment, we manipulated both causal structure as well
as information about how likely each player in the group was to
succeed. Manipulating success probabilities served two objectives. First,
we show how the models can incorporate probabilistic information
and make predictions that align with human responses. Second, by
manipulating each player’s probability of success, we were able to
create situations for which the necessity model and the credit model make
different predictions. Only the credit model correctly predicts that a
person in a disjunctive (sub)structure is judged more critical as their
probability of success increases. Because the necessity model conditions
both on the failure and success of the player of interest (see Eq. (2)), it
is insensitive to the probability of success.

While the credit model accounted for much of the variance in partic-
ipants’ judgments, it underpredicted how strongly criticality judgments
were affected by players’ likelihood of success in disjunctive structures.
It also makes the incorrect prediction that each player will be judged as
less critical in disjunctive structures when all of the players’ probability
of success is high rather than low.

6. General discussion

We started this paper with a motivating scenario in which three
psychologists aim to submit a paper in time to make the journal
deadline. One is responsible for writing the theoretical model, and the
other two are running separate experiments. A successful submission
requires a theoretical model plus at least one experiment. How critical
is each psychologist for making the deadline? We developed a number
of computational models that make different predictions about how
criticality is evaluated, and tested the models’ predictions against par-
ticipants’ judgments. Across experiments, we manipulated the causal
structure of the situation that dictates how individual contributions
combine to determine the group outcome, as well as the probability
with which different players in a team were likely to succeed.
11
In a re-analysis of the data from Lagnado et al. (2013), we found
that participants’ criticality judgments were consistent with three of
the five models we considered: a heuristic model that assigns full criti-
cality to players whose contributions are necessary and divides up the
criticality between players whose contributions combine disjunctively;
a necessity model, which considers how a player’s individual’s success
contributes to the collective outcome; and the credit model, which
computes the probability that a player’s contribution is pivotal for a
positive outcome. Models based on anticipated blame that a player
would receive for a negative outcome or on anticipated pivotality for
any outcome did not predict participants’ judgments well. While prior
work conceptualized the notion of criticality in terms of the probability
that the agent’s action would make a difference to the outcome (e.g.
Au et al., 1998; Engl, 2022; Rapoport, 1987), we found that this
model does not account well for participants’ judgments. Instead of
considering how pivotal a player would be for positive or negative
outcomes, participants’ specifically care about what role each player
plays in bringing about a positive outcome.

A simple example for where the two accounts come apart is a
scenario in which two players form a team and where each player has a
50% of succeeding in their task. Accounts that construe criticality as the
probability of being pivotal predict that a player is equally critical no
matter whether individual contributions combine disjunctively or con-
junctively. In a disjunctive scenario, a player is pivotal when the other
player failed (and there is a 50% of that happening). In a conjunctive
scenario, a player is pivotal if the other player succeeded (which, again,
will happen with 50% probability). However, people judge that players
are more critical in conjunctive compared to disjunctive scenarios. This
effect of causal structure is predicted by the credit model of criticality.

he credit model looks at pivotality for positive outcomes only. In
conjunctive scenario, each player is pivotal when the outcome is

ositive (irrespective of the group size and each player’s probability
f success). In a disjunctive scenario, a player’s criticality increases the
reater their probability of success is compared to their partner’s. This
s because in a disjunctive scenario, a player is only then pivotal for the
in if all the other players failed their task.

Experiment 1 replicated the results from the Lagnado et al. (2013),
nd introduced a novel group structure for which the heuristic model
akes different predictions from those of the necessity model and the

nticipated credit model. The results lined up with the predictions
f the latter two models, and provided evidence against the heuristic
odel. In Experiment 2, we manipulated each player’s likelihood of

uccess. The necessity model predicts that a player’s criticality depends
n the causal structure of the situation, the likelihood of their team
embers’ success, but not on the likelihood of success of the player
nder consideration. In contrast, the anticipated responsibility model
redicts that a player’s success probability matters, too. Specifically,
f a player’s contribution combines disjunctively, then criticality is
redicted to increase with the player’s likelihood of success. Partic-
pants’ criticality judgments in Experiment 2 were better accounted
or by the credit model. While the model accurately captured most
f the qualitative patterns in participants’ judgments, it incorrectly
redicted that in a purely disjunctive structure, participants would see
ach player as more critical when their likelihood of success was low
ompared to when it was high. In contrast, participants made very
imilar criticality judgments in both cases.

Much research in the past has demonstrated how responsibility
erves a backward-looking function by identifying targets for blame and
raise (Alicke, 2000; Shaver, 1985; Weiner, 1995). Here, we provide
vidence that responsibility serves a forward-looking function as well.
onsiderations about how much prospective responsibility individuals
ave for their group’s success are closely related to perceptions of
riticality.
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6.1. Criticality and causal judgments

Our results show that people’s criticality judgments are sensitive to
the causal structure of the situation. Recent work has shown that in-
formation about the causal structure of a situation and how likely each
event will happen not only affects people’s judgments of responsibil-
ity (Gerstenberg & Lagnado, 2010, 2012; Koskuba et al., 2018; Lagnado
& Gerstenberg, 2015; Lagnado et al., 2013; Zultan et al., 2012) but also
their causal judgments (Gerstenberg & Icard, 2020; Henne, Kulesza,
Perez, & Houcek, 2021; Icard, Kominsky, & Knobe, 2017; Komin-
sky, Phillips, Gerstenberg, Lagnado, & Knobe, 2015; Quillien & Lucas,
2022). Earlier work showed that when multiple causes contribute to
some outcome, people often tend to give higher causal ratings to abnor-
mal or unexpected events compared to normal or expected ones (Hart
& Honoré, 1959/1985; Hilton & Slugoski, 1986; McGill & Tenbrunsel,
2000). More recently, a number of studies have demonstrated an in-
triguing interaction between causal structure and normality on people’s
causal judgments. While for conjunctive structures, people give higher
causal ratings to abnormal events, for disjunctive structures, people
judge normal events as more causal (Gerstenberg & Icard, 2020; Icard
et al., 2017).

Icard et al. (2017) developed a model that accounts for this pat-
tern of results by assuming that people consider both whether an
event was necessary in the actual situation, and whether that event
is generally sufficient for bringing about the outcome. Quillien and
Lucas (2022) show that this pattern of causal judgments can also be
explained by assuming that people imagine counterfactual possibilities
that are both a-priori likely and similar to what actually happened, and
then check to what extent the cause and effect are correlated across
these counterfactual possibilities. While these two accounts explain
the pattern of causal judgments as arising from people’s tendency to
consider certain counterfactuals, Kirfel, Icard, and Gerstenberg (2022)
argue that the results are also consistent with the idea that people favor
causes that would make for good interventions (see also Fazelpour,
2021; Lombrozo, 2010; Morris et al., 2018; Woodward, 2006). In a
similar vein, considerations of criticality are important for making good
decisions, such as assigning players with different abilities to different
roles on a team.

6.2. From criticality to effort

There is a tight link between perceived criticality and the motivation
to act (Weiner, 1986, 2011). Generally, people are motivated when they
expect their action to make a difference (Bandura, 1977). In another
condition of Experiment 2, we had asked a separate group of partici-
pants how much effort they expect each player in the team to exert.
The results are shown in Fig. E.1 in the appendix. The effort judgments
closely mirrored the criticality judgments. Generally, the more critical
a player was judged to be, the more effort they were expected to
exert. However, there was one subtle difference between the judgments:
when judging criticality, participants gave very high ratings in the
conjunctive structure irrespective of the players’ likelihood of success.
In contrast, when judging effort for conjunctive challenges, participants
expected lower skilled players to put in more effort than higher skilled
players. This subtle effect is consistent with the idea that when judging
how much effort they expect an agent to exert, participants consider
the probability that their action will make a difference to the outcome
more generally, instead of only considering whether their action would
be pivotal for a positive outcome.

This effect is in line with prior work that has found that people
modulate their effort as a function of the group structure and their
partner’s likelihood of success (Kerr & Bruun, 1983). In disjunctive
tasks, participants with low ability reduced their efforts whereas in
conjunctive tasks, participants with high ability tried less hard. Kerr
and Bruun (1983) hypothesized that motivation was linked to how
12

dispensable one’s efforts was perceived to be. When participants were
asked after the experiment to rate how much they thought the group
success depended on their own performance, their ratings qualitatively
matched how much effort they exerted. More able participants felt
more indispensable in disjunctive tasks compared to conjunctive tasks.
Conversely, weaker participants rated themselves more indispensable
in conjunctive as opposed to disjunctive tasks.

The close link between people’s perception of criticality and their
willingness to exert effort has implications for the effective design of
teams and institutional structures. On the one hand, disjunctive re-
dundancies are important because they increase robustness. A positive
outcome can still be reached even if not everyone in the group did
a great job. On the other hand, such redundancies are likely to lead
people to think of their contributions as not being critical, thereby
diminishing their motivation to work hard (Falk et al., 2020; Falk &
Szech, 2013; Wu & Gerstenberg, 2023). In fact, many problems we face
as society today, such as the problem of global warming, are problems
of perceived criticality. Even though the problem is caused by the
collective of people, individuals do not believe that they can make a
difference to the outcome, and so are not motivated to put in the effort
that is needed to change things (Friedenberg & Halpern, 2019).

6.3. Why the focus on positive outcomes?

While prior work has defined criticality as the probability that a
person’s action will be pivotal for the outcome (see, e.g., Eq. (1)), we
found that participants’ criticality judgments are best explained by a
model that assumes that people focus on the pivotality for positive
outcomes specifically. Why this focus on positive outcomes?

One possibility is that participants interpreted our experimental
question to be about positive outcomes. In our experiments, we made
sure not to bias the way in which we asked participants about each
player’s criticality. We asked ‘‘How critical is player A for the group
outcome?’’ instead of asking ‘‘How critical is player A for the team’s
success?’’. However, because we focused on achievement settings, it
is possible that participants interpreted the question in this way. That
said, for the prior research that looked at individual decisions in public
goods games, there is also a clear sense in which the provision of
the public good is a positive outcome. It is possible that in a setting
in which actions and outcomes are more symmetric (e.g. deciding
between two outcomes that each have their pros and cons), judgments
of criticality align more closely with anticipated responsibility. When
it is not clear whether an outcome is positive or negative, the notions
of credit or blame do not apply.

Another potential justification for judging criticality the way our
participants did comes from the fact that attributions of responsibility
and criticality are subject to uncertainty. For example, two external
observers who differ in their expectations about the group members’
performance or in their understanding of the way in which the individ-
ual contributions combine to determine the group outcome will likely
arrive at different judgments of criticality. Although in our experiments
we provided people with all the relevant information, matters are
often much more complex and uncertain in the real world. Consider
a situation in which we know that the positive outcome happened, but
we do not know what each person in the team did. From the positive
outcome, we can infer that each conjunctive player succeeded. We
can also infer that for disjunctive players, more skilled players were
more likely successful than less skilled players. Participants’ criticality
judgments in our experiments are thus consistent with the idea that
people consider which players most likely would have succeeded in
their task (and were thus deserving of credit) if all they knew was that

the outcome was positive.
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6.4. Limitations and future directions

We explored participants’ criticality judgments in a relatively small
set of possible situations. For example, our group sizes only varied
between two and four members, and we only tested a subset of possible
causal structures that dictate how individual contributions translate
into group outcomes. Future work needs to look at how well the
credit model generalizes to other situations. Furthermore, we focused
on situations in which each person only takes a single action. It would
be interesting to explore how people assess the criticality of different
agents when they take multiple actions (see Engl, 2022).

In our setting, each player’s actions are independent from one
another. While settings like this exist in the real world (e.g. when
different judges evaluate sports performances such as in athletics),
group members more commonly affect one another directly. What one
person does will make a difference to how others will act subsequently.
Again, future work is required to better understand how people judge
criticality in more dynamic contexts like these.

The steps that our models go through to determine criticality are
relatively complex. For example, the credit model assesses the proba-
bility of the different possible situations, and computes criticality by
considering the chances that a person’s action would be pivotal for a
positive outcome. We do not see our model as a process model detailing
the underlying cognitive computations that people carry out when
making their judgments (Marr, 1982). Rather, we see our model as
an as-if model that adequately captures what factors are important for
people’s intuitions about criticality (Berg & Gigerenzer, 2010). Namely,
the performance expectations of the judged player, the expectations
of the other players, and the task structure. Our main claim is that
responsibility and criticality are closely intertwined, and that respon-
sibility may be the more foundational concept which can be used to
define what it means to be critical. More work is required to better
understand the underlying cognitive processes by which people arrive
at their criticality judgments.

7. Conclusion

People want to make a positive difference. Much prior work in
psychology has focused on how people assign responsibility for events
that already happened. However, there is a also a sense in which people
have prospective responsibilities: depending on their causal role and
ability, their actions can be more or less critical for making a difference.
Looking back, making a difference makes you responsible. Looking
ahead, the potential to make a difference is no less important —
especially the potential to make a difference for the better. We believe
that both perspectives on responsibility are important and encourage
more work on the forward-looking function of responsibility.
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Table A.1
Re-analysis.

Term Heuristic Necessity Credit Blame Responsibility

Heuristic 1.00 1.00 −.29 .53
Necessity 1.00 .99 −.30 .54
Credit 1.00 .99 −.28 .53
Blame −.29 −.30 −.28 .45
Responsibility .53 .54 .53 .45
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Data availability

All the data, study materials, and analysis code are available here:
https://github.com/cicl-stanford/making_a_difference.
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Appendix A. Correlations between model predictions

See Tables A.1–A.4.

Appendix B. Experiment 2 model predictions

See Table B.1.

Appendix C. Experiment 2 win probabilities

See Fig. C.1.

Appendix D. Experiment 2 criticality predictions of all models

See Fig. D.1.

Appendix E. Experiment 2 effort judgments

See Fig. E.1.

Table A.2
Experiment 1.

Term Heuristic Necessity Credit Blame Responsibility

Heuristic .94 .96 −.64 .21
Necessity .94 .99 −.48 .43
Credit .96 .99 −.48 .38
Blame −.64 −.48 −.48 .38
Responsibility .21 .43 .38 .38

Table A.3
Experiment 2.

Term Heuristic Necessity Credit Blame Responsibility

Heuristic
Necessity .97 −.64 .41
Credit .97 −.63 .36
Blame −.64 −.63 .21
Responsibility .41 .36 .21

Table A.4
All experiments combined.

Term Heuristic Necessity Credit Blame Responsibility

Heuristic .97 .98 −.46 .39
Necessity .97 .98 −.60 .43
Credit .98 .98 −.59 .37
Blame −.46 −.60 −.59 .25
Responsibility .39 .43 .37 .25

https://github.com/cicl-stanford/making_a_difference
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Table B.1
Experiment 2: Raw model predictions for player A, player B, and player C with differing structures and skill levels. The skill
level captures how many out of 10 times a player succeeded in the practice.

Index Trial Structure Player Skill Necessity Blame Credit Responsibility

1 1 conjunctive A 3 1.00 0.06 1.00 0.09
2 1 conjunctive B 3 1.00 0.06 1.00 0.09
3 1 conjunctive C 3 1.00 0.06 1.00 0.09
4 2 conjunctive A 7 1.00 0.22 1.00 0.49
5 2 conjunctive B 7 1.00 0.22 1.00 0.49
6 2 conjunctive C 7 1.00 0.22 1.00 0.49
7 3 conjunctive A 4 1.00 0.08 1.00 0.12
8 3 conjunctive B 6 1.00 0.03 1.00 0.08
9 3 conjunctive C 2 1.00 0.20 1.00 0.24
10 4 conjunctive A 4 1.00 0.20 1.00 0.30
11 4 conjunctive B 6 1.00 0.09 1.00 0.20
12 4 conjunctive C 5 1.00 0.14 1.00 0.24
13 5 conjunctive A 4 1.00 0.36 1.00 0.48
14 5 conjunctive B 6 1.00 0.16 1.00 0.32
15 5 conjunctive C 8 1.00 0.06 1.00 0.24
16 6 conjunctive A 7 1.00 0.01 1.00 0.03
17 6 conjunctive B 3 1.00 0.05 1.00 0.07
18 6 conjunctive C 1 1.00 0.19 1.00 0.21
19 7 conjunctive A 7 1.00 0.05 1.00 0.15
20 7 conjunctive B 3 1.00 0.27 1.00 0.35
21 7 conjunctive C 5 1.00 0.12 1.00 0.21
22 8 conjunctive A 7 1.00 0.10 1.00 0.27
23 8 conjunctive B 3 1.00 0.54 1.00 0.63
24 8 conjunctive C 9 1.00 0.03 1.00 0.21
25 9 disjunctive A 3 0.49 1.00 0.22 0.49
26 9 disjunctive B 3 0.49 1.00 0.22 0.49
27 9 disjunctive C 3 0.49 1.00 0.22 0.49
28 10 disjunctive A 7 0.09 1.00 0.06 0.09
29 10 disjunctive B 7 0.09 1.00 0.06 0.09
30 10 disjunctive C 7 0.09 1.00 0.06 0.09
31 11 disjunctive A 4 0.32 1.00 0.16 0.32
32 11 disjunctive B 6 0.48 1.00 0.36 0.48
33 11 disjunctive C 2 0.24 1.00 0.06 0.24
34 12 disjunctive A 4 0.20 1.00 0.09 0.20
35 12 disjunctive B 6 0.30 1.00 0.20 0.30
36 12 disjunctive C 5 0.24 1.00 0.14 0.24
37 13 disjunctive A 4 0.08 1.00 0.03 0.08
38 13 disjunctive B 6 0.12 1.00 0.08 0.12
39 13 disjunctive C 8 0.24 1.00 0.20 0.24
40 14 disjunctive A 7 0.63 1.00 0.54 0.63
41 14 disjunctive B 3 0.27 1.00 0.10 0.27
42 14 disjunctive C 1 0.21 1.00 0.03 0.21
43 15 disjunctive A 7 0.35 1.00 0.27 0.35
44 15 disjunctive B 3 0.15 1.00 0.05 0.15
45 15 disjunctive C 5 0.21 1.00 0.12 0.21
46 16 disjunctive A 7 0.07 1.00 0.05 0.07
47 16 disjunctive B 3 0.03 1.00 0.01 0.03
48 16 disjunctive C 9 0.21 1.00 0.19 0.21
49 17 mixed A 3 1.00 0.42 1.00 0.51
50 17 mixed B 3 0.70 0.17 0.41 0.21
51 17 mixed C 3 0.70 0.17 0.41 0.21
52 18 mixed A 7 1.00 0.75 1.00 0.91
53 18 mixed B 7 0.30 0.17 0.23 0.21
54 18 mixed C 7 0.30 0.17 0.23 0.21
55 19 mixed A 4 1.00 0.56 1.00 0.68
56 19 mixed B 6 0.80 0.18 0.71 0.32
57 19 mixed C 2 0.40 0.18 0.12 0.16
58 20 mixed A 4 1.00 0.71 1.00 0.80
59 20 mixed B 6 0.50 0.12 0.38 0.20
60 20 mixed C 5 0.40 0.12 0.25 0.16
61 21 mixed A 4 1.00 0.87 1.00 0.92
62 21 mixed B 6 0.20 0.05 0.13 0.08
63 21 mixed C 8 0.40 0.05 0.35 0.16
64 22 mixed A 7 1.00 0.15 1.00 0.37
65 22 mixed B 3 0.90 0.60 0.73 0.63
66 22 mixed C 1 0.70 0.60 0.19 0.49
67 23 mixed A 7 1.00 0.36 1.00 0.65
68 23 mixed B 3 0.50 0.45 0.23 0.35
69 23 mixed C 5 0.70 0.45 0.54 0.49
70 24 mixed A 7 1.00 0.80 1.00 0.93
71 24 mixed B 3 0.10 0.14 0.03 0.07
72 24 mixed C 9 0.70 0.14 0.68 0.49
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Fig. C.1. Experiment 2: Judged win probability (gray points) and predicted ground truth win probability (yellow diamonds). Large points show means with 95% confidence
intervals. Small points show individual judgments. Participants were asked to predict how high the chances are that the team is going to win the challenge. Participants
underestimated the probability of the team winning in the disjunctive challenge, and overestimated it in the conjunctive challenge. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
Fig. D.1. Experiment 2: Criticality judgments (gray points) and model predictions (colored diamonds). Large points show means with 95% confidence intervals. Small points
show individual judgments. Note: The model predictions were scaled via a linear regression from the values shown in Table B.1 to the mean criticality judgments. We do not show
the predictions of the heuristic model here because it cannot incorporate probabilistic information about the player’s likelihood of success (as manipulated via player skill). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. E.1. Experiment 2: Effort judgments (gray points). Large points show means with 95% confidence intervals. Small points show individual judgments. In the experiment,
participants were asked to answer the following question: ‘‘How much effort do you expect each player to exert in this challenge?’’ Participants’ provided their answers on sliding
scales with the endpoints labeled ‘‘none’’ and ‘‘very much’’.
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